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Abstract 
 

Complex software development is a risky job. The number of unsuccessful projects 
largely surpasses the number of successful developments. Many studies relate this situation to 
non-technical problems, especially to inadequate project management. Scenario based 
software project management is an extension of the risk management paradigm that uses 
system dynamics abstract models to describe potential problems that can affect a software 
project. Dynamic models are also used to describe possible resolution strategies applicable to 
eliminate or reduce the potential problem impact over the software project. 

Scenarios are defined by integrating combinations of these models to a project model. 
The project model is based on Abdel-Hamid and Madnick’s software project model, which 
uses system dynamics notation to formulate several relations among development staff, 
software products, quality, project control and planning. The original model was adapted to 
allow a fine-grained description of project tasks, personnel abilities, and error propagation. 
The modified model also allows operational project monitoring. 

The proposed technique allows the development of a standard problem and resolution 
strategy model library, to be integrated to new and ongoing projects. These models are 
abstract, in the sense that they cannot be directly simulated. The simulation is only 
accomplished when they are integrated to the project model. Their variables and equations 
affect the project model behavior, replicating the impact promoted by the problems and 
resolution strategies that they describe. The system dynamics notation was expanded to allow 
the definition of the integration interface. 

Scenario analysis is a valuable tool to predict project results, such as cost, schedule and 
effort, in face of several combinations of problems and resolution actions. System dynamics 
complements the technique, describing nonlinear relationships and feedback loops among 
model elements. 
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1 Motivation 

The state of practice and contemporary literature report the persistence of a recurrent 
problem in software development: most projects use more resources than planned, take more 
time to be concluded, provide less functionality and less quality than expected. Software 



unsuccessful stories can be found in several case studies and experiments documented over 
the last decades (Gilb, 1988) (Neumann, 1995) (Charette, 1996). 

Two different philosophical paradigms relate factors that are responsible for the 
continuing software faults in industry. The first one relates software development problems to 
technological limitations, augmented by the increasing complexity of current software 
projects (Augustine, 1982). The second philosophical paradigm transfers the responsibility to 
management problems, bad communication, and difficulties in handling the uncertainties that 
are present in innovative, complex or large software projects (Genutchten, 1991) (Brown, 
1996) (Royce, 1998). 

In order to conduct a successful software project, we must understand the scope of the 
work that needs to be done, incurred risks, required resources, activities to be accomplished, 
milestones to be tracked, the effort to be spent, and schedule to be followed (Pressman, 1992). 
The plan identifying all of these activities is called software development process. Its 
management is called software project management. 

The techniques currently applied to software project management are dated from the 
1950’s and 1960’s, developed to allow the accomplishment of advanced military projects, 
such as the Polaris project. These techniques include work breakdown structures, PERT/CPM 
charts, Gantt diagrams, and crashing. They are based on a set of fundamental assumptions, 
necessary for their accuracy (Charette, 1996). Some of these techniques require that projects 
have clear and delimited objectives, there exists at least one solution to the problem at hand, 
development time and resources can be precisely stated before the project starts, the 
operational environment is well known and defined, and that quality metrics can be quantified 
for the project. Due to many successes resulted from using these techniques in large projects, 
project managers tend to passively take their underpinning assumptions for granted in every 
project (Charette, 1996). This misconception is very common in software project 
management. 

Current project management techniques’ baseline assumptions require a project 
behavior to be known from the beginning. The development of projects for innovative 
application domains with high requirement volatility, the need for domain integration to 
achieve several objectives, ambiguity, complexity, discontinuity, diseconomy of scale, 
nonlinearities, and complex feedback loops are characteristics of large projects. These 
characteristics undermine the assumptions of traditional techniques. Invalidation of these 
assumptions, and consequently of these techniques, creates demand for new management 
paradigms and  technologies. 

Scenario based project management intends to define a new paradigm for project 
management. It assumes that a project manager defines and documents an expected behavior 
for a project process. Since this behavior can be affected by unexpected events during project 
development, the manager can test its sensibility to several combinations of such events, 
getting feedback, by simulation, about those activities that can represent a possible risk in the 
context of the process. Events are described as scenarios, being associated to technologies that 
will be used within the project, its application domain, artifacts created or used, resources 
consumed, and developers roles. These different project features are generically called 
project elements. Scenarios can be reused by several projects. Scenario based project 
management is strongly supported by risk management, formal modeling and simulation 
techniques. 

This paper is organized in seven sections. The first section comprises this motivation. 
Section 2 presents the fundamentals of the scenario based project management paradigm. 
Next, section 3 describes the project model, the base over which scenario models are 
integrated to. Section 4 describes the scenario models. Section 5 presents an example, 
describing a project model and how scenarios are integrated to it. Section 6 compares the 



proposed approach to related works. Finally, section 7 presents conclusions and future 
perspectives of this work. 

2 The Scenario Based Software Project Management Paradigm 

The following statement briefly describes the traditional view of software project 
management: plan the flight and fly the plan. This guideline is deeply rooted in the 
assumptions taken by the currently applied software management techniques. It presumes that 
the project manager can provide a detailed strategy to guide the development team from early 
product specifications to the final software system, within predefined schedule, quality, and 
budget constraints. The accomplishment of such task requires a complete understanding of the 
development effort, which may be unavailable in complex or innovative projects. 

Unexpected events, such as developer’s inability to resolve key problems, little user 
commitment to the project, and errors crippling for “finished” products, promote turbulence 
during the plan flight. In many situations, the final software system itself cannot be precisely 
defined before project starts. The project manager is expected to develop a precise sequence 
of actions to reach an uncertain goal. 

Traditional planning considers only one route from early system requirements 
description to the final deployable software product. We advocate that uncertainties, presented 
along the development process, must be considered in the development plan as alternative 
routes. We define the scenario based software project management paradigm as a set of 
techniques that allow a project manager to define a model and several different scenarios for a 
software development project. These scenarios can be plugged to the project model in order to 
reveal their impact upon its behavior. Simulation and formal modeling are the tools that 
support this paradigm. 

The proposed approach to software project management is based on the following 
assumptions: 

 
• Risk based project management: identifying and documenting the uncertainties that are 

distributed along the development process is fundamental to scenario development. Risk 
management is used to characterize, understand, and describe these uncertainties. The 
evolutionary development of an organization culture that allows free discussion of project 
risks, project selection based on risk, and the creation of mechanisms to profit from 
opportunities revealed by project risks are central objectives of the scenario based project 
management paradigm; 

• Proactive management attitude: management participation in the project goes far beyond 
the creation of a project plan, and occurs throughout the life cycle. Management should 
provide constant process improvements, through periodic process evaluations, create win-
win situations (Boehm and Ross, 1989), and optimize resource usage and distribution; 

• Quantitative project tracking: this is accomplished by using metrics and measures 
throughout the development life cycle. These metrics and measures are useful as awareness 
mechanisms and triggers, enhancing project visibility to the development team; 

• Statistical analysis: evaluation of trends in the metrics collected along the project life cycle 
to determine the stochastic processes that govern the product and development process 
attributes. Humphrey and Singpurwalla (1991) have used time series analysis methods to 
determine the stochastic process that best models programmer productivity along a 
sequence of activities. The model built from that analysis was used to forecast the results 
of the same programmer while performing three different activities. We expect that this 



kind of analysis can be applied to model requirement volatility, error detection rates, defect 
correction rates, and other process and product characteristics; 

• Dynamic models: adoption of dynamic project models that allow scenario analysis, 
sensitivity analysis, and simulation. These mechanisms are applied to evaluate the impact 
of actions, decisions and risk occurrences along the development effort. The models serve 
as a project “micro-world”, where scenarios can be applied, contention and contingency 
plans can be developed, as well as tested and evaluated. 

Scenario based project management paradigm is centered on two artifacts: the project 
model and scenario models. The project model defines the project’s expected behavior, while 
scenario models describe alternative routes that the project may follow, due to unexpected 
events. 

Scenarios hold the representation of management actions, theories, policies, and 
procedures, which can be enacted upon a software project. Finally, scenarios describe 
management strategies that can also be applied to a software project. These scenario 
categories are discussed in section 4. Scenarios can be plugged to the project model, 
modifying it to represent their consequences and respective expected behavior deviation. The 
project model describes the scenario integration interface. 

Both project and scenario models are formal software development models. A formal 
model describes the relationships among real world elements through mathematical or logical 
postulations. A software development model formalizes and integrates the laws and 
procedures that govern software development through a set of mathematical or logical 
formulations. Such models are used to fulfill several objectives: 

• Simulate decisions: decisions taken in software development projects can rarely be tested 
before applied (Abdel-Hamid and Madnick, 1991). Formal models can be used as a project 
“micro-world”, allowing the simulation of development process scenarios and the analysis 
of the project behavior based on specific decisions, according to the laws expressed by the 
model; 

• Formalize the knowledge about management relationships: the software engineering 
literature is very rich in defining the relationships among the elements that compose the 
software development process. However, these relationships are, in general, studied in 
isolation. An integrated software process model allows the formalization of the interactions 
among the project elements. These elements, when integrated, may show a distinct 
behavior than when they are analyzed in isolation; 

• Transfer knowledge about process relationships to inexperienced project managers: the 
high cost of testing project management decisions, due to the high cost of failing, brings 
difficulties to project managers training. A model that formalizes the relationships among 
development project elements, providing facilities for scenario and management decision 
simulation, can be used as a learning tool. Some experiences have shown that such tool 
promotes inexperienced project manager's knowledge enhancement, by allowing the 

Figure 1 – Project model and scenario models 
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formulation and testing of management hypotheses (Maier and Strohhecker, 1996). Also, 
experienced project managers can document their knowledge in a standard form, sharing 
their knowledge with the trainees; 

• Provide operational project management: project models help to track project evolution, to 
identify, evaluate and monitor risks, through scenario analysis and simulation. 

Simulation is the technique that allows model behavior evaluation. Models are 
represented using system dynamics constructors. The integration of scenario models to the 
project model may reveal changes in the project behavior. Simulating a project model with 
and without a specific scenario demonstrates the potential impact of the scenario occurrence 
in the project behavior. The project model is called a concrete model, in the sense that it can 
be directly simulated, without any further integration to any other model. Scenario models, 
which can only be simulated when integrated to a project model, are called abstract models.  

3 The Project Model 

In a commemorative paper for the 35th anniversary of system dynamics techniques, 
Forrester (1991) stated that, “… future training in enterprise design will include study of a 
library of generic management situations combining descriptive case studies with dynamic 
computer models …”. Although Forrester was highlighting a vision about training, we believe 
that the reuse of well-understood and generic management situation models have wider 
applicability within enterprise design.  

In mid-1980’s, Abdel-Hamid and Madnick (1991) developed a system dynamics 
software project model, which formalizes the effects of management policies and actions 
taken during a software development project. The model is divided into four major sections, 
covering human resource management, software production, project planning, and control. 
Their work has raised the attention to software dynamic behavior modeling and simulation, 
being followed by several other software project models (Lin and Levary, 1989) (Lin et al, 
1997). 

Scenario based software project management explores the issue of building and 
integrating reusable scenario models within the software development domain. An 
independent software project model based on a modified version of Abdel-Hamid and 
Madnick’s model is being built. The project model describes the known facts about the 
project. Scenario models describe theories, management policies and procedures, reusable 
from an organization’s knowledge base or built for a particular project. 

The following paragraphs describe some of the extensions made to the original Abdel-
Hamid and Madnick’s model to support scenario based project management paradigm: 

• Extendibility: models must be extensible, allowing the specialization of their parameters 
and the relations among their variables. It was solved by providing abstract models that can 
be reused and specialized for particular projects, capturing specific project characteristics; 

• Variable level integration: the model must integrate several variables referring to a 
software development effort, allowing project behavior evaluation after a change in a 
single variable. Integration promotes change effect propagation through variable 
relationships. So, a small change in a single variable may reflect in another subsystem or 
promote several orders of magnitude higher change in a model behavior, due to nonlinear 
variable level relationships and feedback loops; 

• Model level integration: models must clearly define their interfaces, so that a large model 
can be developed from the connection of smaller models. The same principle is used to 



integrate scenario models to the project model, which is described in section 4 and 
exemplified in section 5; 

• Readability: the laws expressed by the model must be easily readable from that model. 
This feature promotes learning from the model, enhancing its extension and training 
capabilities. Large models must be decomposable into minor and less complex models, 
handling a much lower number of variables that can be studied in isolation. This 
characteristic also improves model understandability, extension and specialization; 

• Uncertainty representation: model parameters must express the inherent uncertainties of 
their values. Staff productivity, the number of activities and the time needed to perform a 
activity must not be expressed as a strictly defined number, but as probability mass 
functions (Vose, 1996) to express their uncertainty. Although we acknowledge other 
uncertainty representation mechanisms, probability distributions were selected due to their 
wide application in other areas of project management (Grey, 1995) (Wiest and Levy, 
1977); 

• Uniform treatment: the original Abdel-Hamid and Madnick’s model treats uniformly all 
project elements of the same class. For instance, all experienced developers are supposed 
to have the same productivity, developers are assumed to be in the same exhaustion level, 
activities are supposed to take the same time to develop, and so on. We assume that this 
model simplification is due to system dynamics inherent incapability to describe element 
attributes. However, we believe that, if such a model is to be used for operational 
management, that is, tracking the software project from the start and projecting its behavior 
as new information about the project is available, the model must capture the differences 
among its developers, activities, and artifacts; 

• Representation level: the original Abdel-Hamid and Madnick’s model is composed of 
hundreds of system dynamics equations. These low abstraction level equations are very 
hard to understand and adapt. This representation level makes modeling a new software 
project a difficult task, since the modeler must carefully examine each equation for its 
validity in the new development effort. Scenario based project management defines a high 
level software project representation, based on descriptive process models, which can be 
translated to a system dynamics model. The later can be used for simulations, scenario and 
sensitivity analysis, while the first is used to describe a new software project without 
having to handle directly with flows and rates. 

• Separation of concerns: the elements that compose a software project model can be 
classified into two categories: facts and policies. Facts represent information about real 
world elements, such as developers, activities, artifacts, and life-cycle phases, and their 
relationships. Policies are theories, management actions and procedures, which change the 
real world elements’ behavior. Most of the models do not have a clear definition regarding  
the borderline between facts from policies. Policies are embedded within facts, their 
behavior and structure being distributed along hundreds of equations. The proposed project 
model attempts to separate facts from policies, modeling facts and regarding policies to 
scenarios that can be integrated to this model. This separation yields several benefits, such 
as less complex and more readable models, and general reusable policies that can be 
applied to a wider range of models. 

To describe the project model several descriptive process models found in the software 
engineering literature were analyzed to extract a simplified model that conveys most models’ 
common elements. Moreover, some adaptations were also made to this simplified model, 
aiming to highlight dynamic aspects of software development projects. Section 6.1 presents a 



comparison between the proposed project model and previously published descriptive process 
models. 

The project model high-level representation is based on a software project four vertices 
spatial figure (Figure 2), a geometric analogy that highlights the model’s four major features: 
its activities, developers, artifacts, and resources. Activities are the central vertex, 
representing work packages that must be accomplished to conclude the project. Developers 
represent people working in a project. They accomplish activities using resources. Resources 
represent physical or logical elements that are used throughout project development, such as 
computers, software packages, and reusable components, among others. Activities create or 
evolve software artifacts, eventually using other artifacts as income. 

A software project is divided into several activities, which can be hierarchically 
decomposed into finer grained activities. Within a predefined hierarchical level, activities 
form a directed acyclic graph (DAG), whose edges represent activity dependency 
relationships. There are two kinds of activity dependencies. An AND dependency is a directed 
relationship, in such way that the target activity can only be initiated when the source activity 
is concluded. An OR dependency is also a directed relationship, such that the target activities 
are alternative activity execution paths that the project may follow.  

Consider an activity graph, such as Figure 3. This activity graph is composed of nine 
activities. Most of the activities are connected by AND dependencies, represented by simple 
arrows. However, activity 3 has OR dependencies to activities 5 and 6, represented by arrows 
connected by an arc. This relationship indicates that, after executing activity 3, the project 
manager might choose between activities 5 and 6, both offering the basis for executing 
activity 8. The activity graph must be interpreted so that activities 1, 2, 3, 4, 7, 8 and 9 must 
be accomplished to conclude the whole graph, together with activity 5 or 6. 

Project managers select specific activities as project milestones. These milestones are 
useful to capture developer’s behavior when struggling to attend to a predefined schedule. As 
specified by the Abdel-Hamid and Madnick’s model (Abdel-Hamid and Madnick, 1991), 
developers tend to work harder when perceiving to be behind schedule. This overwork cannot 
stand forever, since developers have a limited capacity to work more hours a day for a long 
period. An exhaustion level represents this limit. Once a developer reaches a predefined 
exhaustion limit, he/she stops overworking for a period of time. At normal work rate, the 
developer’s exhaustion level is smoothly depleted, until the developer is fully recovered from 

Figure 2 – The software project spatial representation 
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Figure 3 – Activity graph example, with AND / OR dependencies 



the overwork period. The original Abdel-Hamid and Madnick’s model considers a single 
milestone, project conclusion, driving schedule dynamics. The proposed project model allows 
defining several milestones, distributed throughout the development life cycle, and promoting 
minor schedule adjustments and overwork along the whole development time. 

Activity duration is expressed as a beta-PERT probability distribution function (Vose, 
1996). This statistical distribution captures the project manager uncertainty about the 
necessary time to conclude each activity. The manager defines the beta-PERT distribution 
parameters, that is, the minimum and maximum estimated time for activity conclusion, 
instead of a single strict value for activity duration. Monte Carlo simulations (Vose, 1996) 
allow uncertainties propagation throughout the model, determining model results as 
distribution functions. For instance, since activity duration is not strictly defined, project 
conclusion date cannot be precisely calculated as a strict number. Instead, its probability 
distribution function is estimated through simulation, based on the stochastic activity 
duration. 

Along its development effort a software project passes through several life cycle phases. 
Every life cycle phase comprises a set of roles that developers can assume while working in 
that phase, and a number of technologies that can be applied during that work. Every project 
activity is associated to a life cycle phase, determining the applied technology and the 
developers who fulfill the necessary roles. The project model is also related to an application 
domain, where the application under development resides. The domain is used to capture 
relevant information that influences the project dynamics, such as staff domain expertise. 

The project model allows project status tracking. As new information is available about 
the status of project elements, it can be readily inserted into the project model, adjusting its 
expected behavior to its actual state. This project tracking support allows a project manager to 
update project status information throughout the development cycle. Once status information 
is inserted into the project model, a new system dynamics model can be generated from its 
high level representation. Since the new model accounts for recently available status 
information, scenarios and sensitivity analysis can be performed upon the project, allowing 
the project manager to adjust expectations of project behavior. 

The connection between activities and developers represents the developers assigned to 
execute an activity. Such relationship considers the developers experience in three distinct 
dimensions: the developer role, the technology used in the activity, and the problem domain. 
We assume that a software organization can describe their personnel experience in several 
application domains, executing each specific role and applying each specific technology used 
by the organization. Staff experience directly influences their productivity and error 
generation rates during software development. 

The connection between activities and artifacts presents activity influence upon 
software artifacts evolution along the project. Activities create, reuse or evolve software 
artifacts. They may use some previous developed artifacts as income to create new artifacts. 
This evolution may produce errors and require changes to previous developed artifacts. Each 
software artifact contains error and change evolution processes. To handle the inherited 
uncertainties of these processes, their attributes are stochastically described.  

Error generation dynamics are captured by the relationships among activities, 
developers, and artifacts. Developer’s expertise in the domain, in the applied technologies and 
in the roles assumed during project development impact error generation rates over the 
artifacts manipulated by an activity. Errors are also propagated among software artifacts, 
when a new artifact is built using erroneous artifacts as income. 

Finally, the connection between activities and resources demonstrates the use of 
resources by the activities. The separation of developers from resources in the project model 
highlights the distinction among human resources and software/hardware resources. 



Developers and the roles they may take to accomplish some activity represent the former. 
Resources, as expressed within the project model, represent hardware aids, software tools and 
components, which are used to perform activities. Several descriptive project models describe 
both kinds of resources as a single class of elements (Humphrey and Kellner, 1989) (Christie, 
1995). However, the proposed project model highlights human resources due to their 
relevance to project dynamics, imposed by different capabilities in software development 
domains, technologies, and in playing some roles. 

4 Scenario Models 

Scenarios represent events, policies, procedures, actions, and strategies that cannot be 
considered part of a development project, but practices imposed or applied to the project and 
exceptional situations that the manager might encounter during project development. Scenario 
based project management paradigm states that the project manager must plan the project 
separately from its potential scenarios, using simulation to test scenario combination impact 
over project behavior. 

Scenarios can be classified into four major categories: 

• Potential events: these scenarios describe uncertainty events that can affect a software 
development project. These events may change the project original behavior, affecting 
project attributes, such as conclusion date, total development cost and quality level. Event 
scenarios are associated to specific project elements, such as technology, developer roles, 
artifacts, and application domain. For instance, the use of JAD techniques can present 
scenarios, such as higher amount of time dedicated to requirement analysis resulting in 
lower requirement volatility throughout the project. Projects in the financial application 
domain may be imposed to high requirement volatility and short development time frame; 

• Policies: these scenarios represent management policies and procedures that can be 
imposed to a project by organizational standards, high management and several other 
constraints. As it occurs with event scenarios, policy scenarios are associated to specific 
project elements. Examples of policy scenarios are delays to hire new employees, staff 
turnover, delays to buy necessary resources, and willingness to hire new employees. 
Policies represent tactical behavior patterns that can influence a large number of software 
projects subjected to a similar environment; 

• Theories: theory scenarios represent behavior patterns that the project manager believes 
may impact the project. These scenarios can represent proven theories (rare in the 
management science) and hypothetical theories resulting from common sense, expert 
advice or someone else experience. These scenarios represent behavior resulting from the 
interaction of several project elements. For instance, Abdel-Hamid and Madnick’ error 
propagation theory (Abdel-Hamid and Madnick, 1991) may be represented as a theory 
scenario. Theories represent tactical behavior patterns that can influence a large number of 
software projects, independent of its execution environment; 

• Strategies: these scenarios represent decisions that the manager may take for the project. 
They are useful to test the long and short-run impact promoted by the decision upon the 
project behavior. Examples of strategy scenarios are changing the developer responsible 
for an activity, allocating more resources to an activity, imposing milestones, creating a 
tiger team to handle a specific risk, and so on. Strategies represent project specific 
decisions, which are highly coupled to the elements that compose a specific software 
project. 



Scenarios represent a reusable knowledge base to project managers. They allow formal 
documentation of assumptions and proven information about project elements and their 
relationship. This information can be reused to projects associated to these elements. During 
application development, when a project manager determines the current application domain, 
technologies to be applied during the development, developer roles, artifacts to be built, and 
so on, these elements associated scenarios help the manager to explore project uncertainties.  

Scenarios can also help training activities. Several combinations of management 
policies, theories and events, can be applied to a project model. Trainees can select 
management strategies, apply them to the project model and analyze their short and long run 
impact upon project behavior. We expect that the separation of project facts from scenarios, 
which are uncertain or represent particular assumptions, facilitate plug-&-play integration of 
several management strategies combinations. 

Scenario models are abstract models. They cannot be directly simulated. Instead, they 
must be integrated to a project model before simulation analysis. This integration occurs 
through an integration interface, represented by project model variables that scenarios can 
consult or act upon. Scenarios can consult whatever project model variable they desire. 
Although, project model variables are ultimately translated to system dynamics constructors, 
and rates and flows are described by simple equations that cannot be changed after model 
generation, scenario action over a project model is limited to stock variables. Scenario models 
can define rates that affect project model stocks. Scenario models also use other rates, 
processes or stocks to describe their internal logic, but scenario impact over the project model 
can only be described through scenario rates affecting project model stocks. 

5 A Project Model and Scenario Integration Example 

This section presents a simple example of designing a project model, a scenario model, 
integrating both models, and inferring their combined behavior through simulation. The 
project model used in the example explores the relationships among activities and developers, 
not accounting for consumed resources, artifact production and consumption, and their 
relationships to project activities. 

Our example project aims to develop a telecommunication program to calculate the 
interference in radio diffusion channels. This program can be divided in two subsystems: the 
physical devices subsystem, which comprises the description of equipments, anthems, 
reflectors and radio stations, and the logical transmission subsystem, which is related to 
logical links, protocols and communication channels. 

We divided the development effort in five activities, as shown in figure 4. Each activity 
indicates its expected duration, expressed in man-days. The first activity, requirement 
elicitation, identifies and documents the functions that the system must perform. The 
following activities, executed in parallel, design the two subsystems’ implementation. Next, 
coding activity translates the design to a programming language, generating an executable 

Requirement 
Specification (30) 

D1 
D2 

Physical 
Devices Design (20) 

D1 

Logical 
Transmission 
Design (15) 

D2 Coding (40) 

D1 
D2 

Testing (20) 

D1 

Figure 4 – Activities dependence graph for the telecommunication project example  



program. Finally, testing activity verifies whether the previously generated program has all 
the required functionality. 

Two developers, represented by the D1 and D2 roles accomplish the project. A single 
developer executes the design and testing activities, while both developers participate in the 
requirement elicitation and coding activities. Figure 4 also shows developers participation 
along project activities.  

The high level description of activities and participating roles presented in Figure 4 
allows the generation of system dynamics equations that compose the project model. The use 
of a high level description facilitates project description understanding and evolution. Its 
conversion to system dynamics equations allows simulation, scenario integration and 
combined behavior analysis. 

Due to its extension, we do not present the generated system dynamics project model in 
this paper. However, two comments help understanding the scenario integration interface. 
Project elements are described by properties. In the example, their duration and the number of 
participating roles describe activities. Stocks in the project model represent these properties. 
They allow scenario models to consult and change project elements’ property values. Also, 
scenarios can analyze the change suffered by a property within each simulation iteration, that 
is, the net value of the entry and exit rates that connect a stock representing a project element 
property. 

Suppose that we are interested in analyzing the effects of communication overhead in 
activities executed by more than one developer. Since this overhead cannot be directly 
inferred from the project element properties, we need a scenario to describe its effects. Table 
1 presents system dynamics equations that represent such scenario. 

TABLE COMMOVH 0, 0.015, 0.06, 0.135, 0.24, 0.375, 0.54; 
RATE (SOURCE, <ACT:Duration>) R VAR<ACT:Duration> * LOOKUP (COMMOVH, <ACT:RolesCount>, 0, 30); 

Table 1 – Communication overhead scenario 

The previous equations use a proprietary system dynamics simulator  syntax. First, the 
TABLE command describes a set of values that can be accessed through the LOOKUP 
function. The communication overhead projection table was extracted from (Abdel-Hamid 
and Madnick, 1991). The LOOKUP function receives four parameters: a table, a search value, 
a value associated with the first table entry, and a value associated with the last table entry. It 
calculates a linear interpolation of the received search value within the table limits, returning 
the table value associated with it. 

The RATE command declares a flow between two stocks, shown within parentheses 
and separated by a colon. The first stock is the flow origin, which can also be an universal 
source, represented by the SOURCE keyword. The second stock is the flow target, which can 
also be an universal sink, represented by the SINK keyword. The flow name, R, is presented 
next to the stocks. Finally, the command shows the flow rate control equation, which uses the 
LOOKUP function to access the communication overhead table. 

Scenario models use extended system dynamics syntax. Commands inside brackets 
specify the value of project element properties in the current simulation iteration. For 
instance, bracket-bounded commands specify the duration and count of participating roles 
activity properties. Commands inside bracket preceded by the VAR  keyword specify the 
change suffered by a project element property in the current simulation iteration.  

Although they access project element properties, scenario models do not indicate the 
concrete project elements to which they are related. In our example, the scenario model uses 
some activity properties. However, it does not indicate to which specific activity it applies. 



This characteristic emphasizes the abstract nature of scenario models, which describe some 
behavior without being associated to concrete elements. 

Scenario model binding to project elements occurs during scenario and project model 
integration. Being a concrete model, the project model can be simulated without the scenario. 
The left-hand graph in Figure 5 shows project expected behavior without the scenario, 
presenting the CODE and TEST activities expected work to be done along development time. 

Meanwhile, as we are interested in analyzing the effects of communication overhead in 
the project, we must simulate the previous scenario impact to the project model expected 
behavior. Since the scenario model is an abstract model, it must be integrated to the project 
model before the simulation occurs. To accomplish this integration, the project manager 
selects the project elements to which each scenario is applicable. In the example, the project 
manager selects the activities to which the communication overhead scenario applies, that is, 
the requirement specification and coding activities. 

The integration process changes the bracketed commands in the scenario equations to 
the specific stocks and rates that represent, respectively, the activities properties and their 
instantaneous change in the current simulation iteration. Referring to specific stocks and rates, 
the conjunct scenario and project model is transformed into a concrete model and simulated. 
The right hand graph in Figure 5 presents the simulation results. 

From the graphs presented in Figure 5, we can observe that communication overhead 
introduces a delay to the proposed project, affecting the requirement specification and coding 
activities expected behavior. Without the scenario model, the project is executed in 76 days, 
while the scenario model delays its conclusion by 3 days. The proposed technique allows a 
project manager to formulate a theory, describe it as a scenario model, and test its impact 
upon a project. The scenario model can be stored in a reusable knowledge base, being 
available to other software project managers to apply in their projects. 

6 Related Works 

In this section, we compare Scenario Based Project Management approach with related 
approaches presented in the literature. First, section 6.1 compares the project model with 
models proposed for operational project management, such as CPM, and Petri net-based 
models. Next, section 6.2 compares the process model to some system dynamics project 
models developed after Abdel-Hamid and Madnick’s model. 

Figure 5 – Project behavior simulation with and without the scenario model 
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6.1 A Comparison with Models for Operational Project Management 

This section compares the proposed project model to operational project management 
models presented in the software engineering literature. This comparison aims to highlight the 
project model contributions to planning and monitoring software development projects. 

The Work Breakdown Structure  (WBS) is a graphical portrayal of a project, detailing 
it in a level-by-level fashion down to the degree of detail needed for effective planning and 
control (Liu and Horowitz, 1989). Comparing the project model to WBS, we identify several 
advances in the former. First, WBS does not represent the developers engaged neither the 
resources consumed during project development. Next, WBS has no explicit representation 
for software artifacts evolution, not allowing a project manager to infer the state of artifacts 
constructed on its basis. Artifact evolution, captured by error and change evolution processes, 
is a major focus in the project model. Moreover, WBS does not represent activity dynamic 
properties, such as activities that are executed in parallel or dependencies among activities. 
Finally, WBS does not offer mechanisms to track project evolution, such as representing the 
concluded activities and project milestones. Again, this is a major concern of the project 
model, so that the expectations about project behavior can be quickly updated as new 
information arrives from the development fields. 

The Critical Path Method  (CPM) model (Wiest and Levy, 1977) emphasizes the 
precedence relationships among activities. These relationships form a directed acyclic graph, 
from where the earliest start date and the latest completion date of each activity can be 
inferred, based on strictly defined activity duration. Comparing the project model to CPM, we 
identify several differences. First, CPM cannot handle OR dependencies between activities, 
representing only predecessor relationships, which are equivalent to the project model AND 
dependency. Next, CPM does not represent developers engaged or resources consumed by 
each activity. Moreover, CPM has no explicit mechanisms to track project or artifact 
evolution. Finally, CPM assumes that activity duration can be precisely defined as a strict 
number. The proposed project model assumes that this duration is uncertain, representing it as 
a beta-PERT probability distribution function. This problem does not remain when we 
compare the project model to the PERT model (Wiest and Levy, 1977), which is an 
extension of the CPM model. As the project model, PERT uses a beta-PERT probability 
distribution function to describe activity duration, instead of a precise number. However, the 
PERT model also shares the other problems that do apply to the CPM model. 

Lee and Murata (1994) present a stochastic Petri net-based model for software 
projects. A Petri net is an abstract model for describing and analyzing concurrent systems. It 
is composed of places, where tokens reside, and transitions, represented by directed arrows 
that link place pairs. A transition can be fired when tokens are available in their origin places. 
In Lee and Murata’s model, the Petri net’s places represent the activities that compose a 
software project, while its transitions represent activity dependencies. The Petri net is able to 
describe AND and OR dependencies among activities, through different transition 
combinations. The cost and time to conclude each activity, both described by a beta-PERT 
probability distribution function, are annotated in the net’s places. Comparing Lee and 
Murata’s model to the proposed project model, we observe some major differences. First, Lee 
and Murata’s model considers only two attributes of a single software project element, that is, 
activity duration and cost. The project model assumes that these attributes can be affected by 
several other factors, such as developer expertise, resource allocation, and so on. Next, Lee 
and Murata’s model does not explicitly represent developers and resources related to an 
activity. Finally, Lee and Murata’s model does not capture the dynamic aspects of artifact 
evolution, such as error and change dynamics. 

Liu and Horowitz (1989) present a model, named DesignNet, to describe the elements 
involved in a software project and their interactions. DesignNet is based on AND/OR graphs 



and on Petri nets. An AND/OR graph is a hierarchical decomposition structure, where an 
element is described as the union of several lower level elements or a selected element from a 
lower level set. A graph AND/OR decomposes the project work breakdown structure in 
DesignNet. A Petri net links WBS work packages, mapping prerequisite relationships among 
elements through its transitions. The Petri net firing sequence represents the project execution 
process. A modified firing process creates new tokens in the target places, not removing the 
tokens from the original places. During project execution, the tokens left in the Petri net 
places record project execution history. There are some issues considered in the project model 
that are not handled by DesignNet. First, DesignNet does not clearly define its element 
attributes, such as developer expertise, artifact size, and so on. Next, DesignNet does not 
explicitly handle uncertainties about its element attributes. Finally, DesignNet does not 
capture the dynamic aspects of artifact evolution, such as error generation and propagation. 

6.2 A Comparison with System Dynamics Models 

Since the publication of their work, several authors have proposed enhancements to 
Abdel-Hamid and Madnick’s software project model. This section compares the proposed 
project model to these system dynamics models. This comparison aims to highlight how the 
proposed project model can handle newly proposed software management policies and 
procedures. 

Lin and Levary (1989) had developed a system dynamics model, named SLICS, which 
models some innovative aspects of software development efforts. First, multiple milestones 
are taken throughout the project, forcing schedule dynamics to happen not only at the end of 
the project, but throughout it’s the whole software life cycle. The project model captures 
multiple milestones, allowing the manager to define the activities which completion is sought 
as a milestone. Next, SLICS supports information updating throughout the project, allowing 
its expected behavior to change over time. This feature is also explored in the project model, 
allowing the simulation of project behavior and scenario analysis, as new information is 
available. Finally, two kinds of training models are considered in SLICS: in-house and out-of-
job. In-house training considers that external mentoring is hired to accompany the 
organization staff along a period of time. Out-of-job training assumes that the developer team 
stops its usual work and goes to training sessions, outside its working environment. The 
project model can define these two training approaches as alternative scenario models, 
allowing these scenarios to be reused by several projects. 

Lin, Abdel-Hamid and Sherif (1997) had developed a new system dynamics model, 
named SPES, which inherits and enhances management policies implemented in the original 
Abdel-Hamid and Madnick’s model. First, activities are divided into several life cycle phases. 
Error propagation dynamics consider error propagation downstream the life cycle. In the 
project model, activities are organized in graphs and are related to life cycle phases. 
Developers’ expertise with the applied technology, assumed roles  and application domains 
influence error generation and propagation across the software artifacts manipulated by the 
activities. Next, SPES highlights that several model parameters may depend on the 
application domain. But, it does not present a technique to support information extraction for 
a domain. The project model explicitly considers that developers’ expertise over an 
application domain influences the project behavior. Moreover, SPES classifies developers 
using two different attributes: origin and experience level. According to the origin attribute, a 
developer can be in-house or external. According to the experience level, a developer can be 
experienced or inexperienced. The developer classification affects his/her productivity. The 
project model considers each developer profile in much more detail, characterizing their 
productivity and error generation rates due to their expertise in the roles played, applied 
technology and application domain. Finally, SPES allows development activities to be 



eliminated due to resource, budget or schedule depletion. In the project model, the project 
manager can add or remove activities at the high level representation, resulting in different 
project behavior. 

Generically, two other features differentiate the project model from other system 
dynamics model. The first one is the high-level project model representation, which allows a 
more suitable representation of the project to its manager than system dynamics equations. 
The second feature is uncertainty representation, which allows the project manager to state the 
value of model parameters as probability distributions, instead of crisp numbers. 

7 On Going Work 

This paper described a software project management paradigm, which is based on system 
dynamics models. Separate models represent known facts about the software project and 
exceptional events, management policies, procedures, and theories that can affect the project.  
The main contributions of this paper are showing how to use dynamic models to evaluate the 
impact of software project’s risks and their resolution strategies, the description of a high 
level project model that can be translated to system dynamics equations, and its integration to 
separate scenario models. 

We have also presented a small example of how scenario based project management 
paradigm can be used to simulate project behaviors with and without scenario models.  

The next steps will define more complex models, applying them to real operational 
project management situations. Besides, some experiments have been planned aiming at 
empirically validating some of the ideas discussed in this paper, whose results will be part of 
future papers. 
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